Data Standardization using Hidden Markov Model
· The project is developed using Visual Studio with C# .Net as programming language.

· There is only one entity who will have the access to the system which is admin.

· Admin first need to login using its login credentials and then only he/she can access the system.

· After successful login, admin can now add the training data by filling up all the registration fields.

· While analysing the data, admin will be asked to fill data in random manner into information fields.

· The input data in the information tabs is a collection of unstructured data which needs to be structured in a proper manner.
· After filling the random data in random field, admin can now analyse the inputted data, and based on input data the algorithm will process and provide the data in a structured format and the data will be displayed into analysed data in their respective fields.
Hidden Markov models
A hidden Markov model (HMM) is a probabilistic finite state machine comprising a set of observable facts or observation symbols (also known as output symbols), a finite set of discrete, unobserved (hidden) states, a matrix of transition probabilities between those hidden states, and a matrix of the probabilities with which each hidden state emits an observation symbol. This "emission matrix" is sometimes also called the "observation matrix".

Modules:

The system comprises of 1 major module with their sub-modules as follows:
· Admin

· Login: 

· Admin need to login using its login credentials to access the below given modules.
· Add Training Data:

· System allows admin to add training data which is a registration formatted data which is to be stored into the database.
· Analyze Data:

· Here, the unstructured informational data will be analyzed and match with the stored training data to evaluate the result in a structured format.
· The structured data will be displayed into the respective fields.
· Logout:

· Once the analyses of data is done, admin may logout from the system.
Software Requirements:

· Windows 7 or higher. 

· SQL 2008

· Visual studio 2010
Hardware Components:

· Processor – i3

· Hard Disk – 5 GB

· Memory – 1GB RAM
· Internet Connection
Advantages: 
· Strong statistical foundation Efficient learning algorithms-learning can take place directly from raw sequence data. 
· All consistent treatment of insertion and deletion penalties in the form of locally learnable Can handle inputs of variable length-they are the most flexible generalization of sequence profiles. 
· Wide variety of applications including multiple alignment, data mining and classification, structural analysis, and pattern discovery. 
Disadvantages:

· HMMs often have a large number of unstructured parameters.

· First order HMMs are limited by their first-order markov property.

· They cannot express dependencies between hidden states. 

· Only a small fraction of distributions over the space of possible sequences can be represented by a reasonably constrained HMM.

· It may provide inaccurate results if data not entered correctly.
Application:

This application can be used by all patients or their family members who need help in emergency. 
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